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2 Importance Sampling
Can we do better than the simple Monte Carlo estimator of

where the variables  are randomly sampled from ?

Yes!!

Goal: estimate integrals with lower variance than the simplest Monte Carlo approach.

To accomplish this, we will use importance sampling.

2.1 The Problem

If we are sampling an event that doesn’t occur frequently, then the naive Monte Carlo esti-
mator will have high variance.

Example 2.1 Monte Carlo integration for the standard Normal cdf. Consider estimating 
 or .

We want to improve accuracy by causing rare events to occur more frequently than they
would under the naive Monte Carlo sampling framework, thereby enabling more precise
estimation.

↳ more efficient

-

(AW 67 .

-

ÑÉÑ
☒ events out here are rare , so may

not get

many values out here
to car by chance ⇒ not many valves to contribute to air MC estimation

-

For Ve
events

,
extremely large

reductions
.

in the variance of the MC

estimator are possible .
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2.2 Algorithm

Consider a density function  with support . Consider the expectation of ,

Let  be a density where  for all . Then the above statement can be
rewritten as

An estimator of  is given by the importance sampling algorithm:

1. 

2. 

For this strategy to be convenient, it must be

yqx
: fed

> °
}

jxnf

-

←

support of § includes support of f.

0=[-41×7]--5 gc⇒¥÷0c⇒dx
* =E[geñ¥÷I(Ye*)]

§ is called the importance sampling
'

function y ~ µ

¢ MUST be a density (i.e
.

must integrate to 1 and always Zo) .

Sample X , ,
-
.

> Xm
~

Compute E- In Égcxi)t¥,
in

① easy to sample from 01
② easy to evaluate f [even if

not easy
to sample from f) .
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Example 2.2 Suppose you have a fair six-sided die. We want to estimate the probability
that a single die roll will yield a .

✗ = result of rolling 1 fair six-sided die.

Want to estimate P(✗ =D.

We could :

① Roll a die m times

② Estimate of P(✗ =D could be proportion of ones in sample.

The variance of this estimator is ÷m_ Cif die is fair) .

✗ C- { 1
, .

-

,
6 } g- (a) = {

% 2=1. - - is

0 0 . W .

""" " " " " " ⇒ """" "" )ow.

Ey
-

- & Icy =p . 'z = f-
i --1 Expected# of 1

's in M rolls :

vary = pftp -_É%=⑤ Effy]=§E%= ÷
'

of
resulting→

Proportion of
1 's in sample :properties

esñmot
" E[Em]= Im ECEY;) = %

= É

var [ %-) = ¥
Vardi =L Evan .

= E. m =z÷
relative measure

of variation

we can consider the
"

coefficient of variation
"

CV [×] =
←

used in chemistry
and physics,etc.

←
estimator

so cv[÷]=FÉ¥¥,=¥-
If we

want coefficient of variation = 5%
,
then

4¥ = 0.05

E. = [ Écaosi
'

3615¥52 = m ⇒ m= 2000 rolls
.
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To reduce # of rolls (but maintain some efficiency, be could consider biasing

the die by replacing the faces bearing 2 and 3
with additional Is.

This increases prob . of rolling
a 1 to 0.5 but now we aren't drawing from te

target distribution ( a fair die ) .

Now PG =p ) =L

We can correct this by
Plx.-27--91*-31=0☐- weighting each roll of 1- by 1/3 p(✗ = a) =p 1*-5--94--67=>6

- Let Yi = {
1/3 17 ✗ =p

0 b. w .

Then the expectation of the sample mean of y
M

E[ ÷ Eli] -

- tm.E.EE = EY
,
= f- • § + off to + f-

+ f- +I] ✓

in

←
Eli)=¥ = f.

But the variance is

var [KEY:] -- tmevari
= 1- vary.

-
- I. [ Is

- ( :-p]=Éi

So to achieve CV of
8% we would only need

E- = •
05

÷
:

M = 36(¥oT)2 = 400 rolls .

the die rolling example is successful because the importance saying fuckin ( rolling the die V3 ones)

is used to over - sample a proportion • f- the state space that receives lower probability under
the target

dsn
.
and importance weighting corrects the bias

.
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2.3 Choosing 

In order for the estimators to avoid excessive variability, it is important that  is
bounded and that  has heavier tails than .

Example 2.3

Example 2.4

A rare draw from  with much higher density under  than under  will receive a huge
weight and in�ate the variance of the estimate.

Strategy –

Example 2.5

☐
① ②

importance weights

If these requirements aren't met , then some importance

weights will be huge .

If we ignore this require
that 0/1×7>0

when f-Gc) > 0 .

f- (5)¢
Then ¥÷, = g- unbounded !

I

"

" AND we can never
draw x=s from f.

select ¢¥÷¥÷⇒÷.÷:÷*w%→mThus x=5
draw will have large weight

associated with it

integral approx will be poor
(very high variability).

f-

__
choose the function § so that f¥÷ is large only when

gGc7 is small .

hot
concerned because

I
> vie still have

a lot f draws

If we select on appropriate 01, here from 4-

¥÷ will be large but

•
8th

Hs)

to
will be small .

•
Be rare draw from f will have small

weights.
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The importance sampling estimator can be shown to converge to  under the SLLN so
long as the support of  includes all of the support of .

2.4 Compare to Previous Monte Carlo Approach

Common goal –

Step 1 Do some derivations.

a. Find an appropriate  and  to rewrite your integral as an expected value. 

b. For importance sampling only,

Find an appropriate  to rewrite  as an expectation with respect to . 

Step 2 Write pseudo-code (a plan) to de�ne estimator and set-up the algorithm.

For Monte Carlo integration

1. 

2. 

For importance sampling

1. 

2. 

Step 3 Program it.

-

estimate an integral ① = Shoe)dx.

d- =ShGddx= Sgcx>fix> dx = E[gCH)
,
✗ ref

Note Xcx) > 0

smart when f- Gc)
> 0 .

reynnd.ms?Iepiots? O- = Sgcx)fmdx= Sgcx)¥÷•§bddx= E[g(Y)¥¥ ] , Y- 0 .

think
about
imp*
>

weights .
.
.

Sample X , ,
. .

>
Xm ~ f

compute É = Im gcx ;) .

Sample Y
, , . . ,Yn~

M

compute
E-- ± Ega:) '¥,

g
importance
weights ,
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2.5 Extended Example

In this example, we will estimate  using MC integration and importance
sampling with two different importance sampling distributions, .

① ②

a) and b)

sTE* derive things .

a) Select ✗ ~ expG) so fair = { e-
✗

4>-0

0
G. W '

⇒ ② = So'¥÷dx = §¥•I(x±D•é'dx=E[¥ - ICXED] to
¥t Ith ✗~expCD .

Option ① MC integration ( no step 1-b)
.

② Importance sampling with

a) ~ Unit 10,1) false) = { to
0<-2%1

U . W .

b) ¢ n Exp (1)
truncated/ rescaled to hare support osxei .

want .gg for

"
"
""

"

←
you

can check this is

a valid pdf because it⇒%={.é÷°$%& is always 20 & integratesgµ=Ñ% ° °"

to 1 .

" $Ñd
"
"
"

stEP@Opti.n 2A) Gaba -- I 0--1=1So
for
"

⇒
sire

a- Es- [gun] = Sga)¥÷¢aadx:
= §

.

ICED .

• • • ICO :X :D dx
.

= 5. +¥EEIé
"

dx

=

E [ e-Y] you Unit coin .

Option 2b)
is
= ,é÷é, 0<-20-1

-
x

a-- E+[glxD=§gc⇒¥÷0mdx= §
IG' ")•¢É÷é. . ,÷.IE#Id.



Want ofblxl ' CÉ
"

xt[o , D.

a r

Schoen = Socé"dx= cf! e-
"

dx

0

= c [ - é
" ] ! = c[- e-

'
- 1- e-9) = eco - e-7 .

⇒
c-¥
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= E[¥÷±cz :D]

2- ~
truncated

Make a plan Expert .

i¥ple ✗ ii." Xm ~ Expat

2. Compute G- = d-§
,

[¥×I(Xi ← D)

1. Sample Y , , .
.

, yn
n Unifcod )

2. Co-route
É= In [+¥I[Yi :D e-%)in

"" +.

in this
case .

How to

let's try
inverse

cdf

method !

/ • Sample Z , , .
. ,zm ~ truncated Exp , , ,
# do this

step
?

[0/1] .

/ 2 . Compute É=÷É[+¥I(
Ziebell - e-

'☐

0 x <
0

First need cdf
x

e-
Y

Fix)= So# dy -- -÷÷µ=*e for xeco.is .

b

p x > 1

let u
=

F%lx)
=

'

uh - e-
'

7=1 - e-
✗

e-
"
= I - uh

- é
' )

F-
'

(a) =x=
- log ( 1- all

- é
' ))
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a) Sample U
, , . . ,Um~Unif(0,1)

Opt.bn2b-i.la
Sample Z , , .

. ,Zm~ truncated Expo )
# b) set Zi = - log ( 1- Uic , - e-D)

for i=l
, -

.

>
M -

[0/1] .

2. Compute É=÷§[FziIttieDel1-e_i5fSTE@Doiti.R
.

Which one will be best ? ( lowest variance

Can compare

¥÷ compared to where god is large/small .

I
look ftx.GG) . Compared to

£
,
Ola , 0lb

I f¥a%÷ finger
%"

want these
to be as constant as possible.

This will give
us lowest variance .


