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We will briefly review some definitions and concepts in probability and statistics that will
be helpful for the remainder of the class.

Just like we reviewed computational tools (R and packages), we will now do the same for
probability and statistics.

Note: This is not meant to be comprehensive. I am assuming you already know this and
maybe have forgotten a few things. ~N
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I REMEMRER READING A BIG

STUDY THAT CONCLUSIVELY

DISPROVED IT MARS AGO.
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https://xked.com/892/

Alternative text: “Hell, my eighth grade science class managed to conclusively reject it
just based on a classroom experiment. It’s pretty sad to hear about million-dollar research

teams who can’t even manage that.”



1 Random Variables and Probability

Definition 1.1 A random variable is a function that maps sets of all possible outcomes of

an experiment (sample space 2) to R.
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Types of random variables —

Discrete take values in a countable set.

Ex. Ll acd X $rorf 1.2

Continuous take values in an uncountable set (like R)
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1.1 CDF's and PDF's 3

1.1 Distribution and Density Functions

Definition 1.2 The probability mass function (pmf) of a random variable X is fx defined

by er #AM ﬁf h’m{'/;;j/hus “L.QM e rv. 1.5 OL’VI.OVS \,vc\/ll QML:" 11"'
Fx).
where P(-) denotes the probability of its argument.
There are a few requirements of a valid pmf
1. 5x)z0 & M =
2. 2§50) =1
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N:te‘v;,-::p @ We call X7 $%T f(x)>0 } e Svpport ' of K
(4 faﬁl‘
Example 1.4 Let Q = all possible values of a roll of a singledie = {1,...,6} and X be the
outcome of a single roll of one die € {1,...,6}.
= = = 1 . = V’ -
) : P(x=1) = £ . §(x)z0 rﬁ N P il f’“f.
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A pmf is defined for discrete variables, but what about continuous? Continuous variables
do not have positive probability pass at any single point.

Definition 1.3 The probability density function (pdf) of a random variable X is fy defined

by
P(XecA)= /fX(a:)d:c.
A<k EED
X is a continuous random variable if there exists this function fy > 0 such that for all
. - . — \ .
x € R, this probability exists. o® Y
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For fx to be a valid pdf,
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4 1 RVs and Probability

There are many named pdfs and cdfs that you have seen in other class, e.g.

) [} 2 \ . -¥. 04[4{’1.‘-, ﬁm{ .
& amma, Poisson , Morma |, Wniform ghadent t, snedecor’s F, %5, binom'al, exp /"j(”jﬁ‘mw‘c'"
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Find c‘émd b find P(X > 1) I
_ . _ 2 9,7:,3]" _ C[—?— = C°* K (st alt”
1= § e ~2x?) d = e[t - 22 o= CLs
23 L
POo) = § $tadn = § 3 le- e = [ 5| = 3
\
Definition 1.4 The cumulative distribution function (cdf) for a random variable X is F'x
defined by b £ betn ofs
FX(QZ) — M cl/!iﬁrvfe
. . ﬂ.’ﬁ
The cdf has the following properties :
1. F)g 'S  non de‘rCaQI‘Ma
2. ':X ¥ rfakf ~ cont fanous < €
3 L B (2)= 0 ad Lin K (E) =]
)(,—>—0' 1-7”
A random variable X is continuous if F'x is a continuous function and discrete if Fy is a
step function.
Example 1.6 Find the cdf for the previous example. <,
F() = P()ex)= 0 X0 For e [02) , P(xex) = { 55 Gy 2Py
- 37 %
3 2(1- 1“) xelo,2) ‘%[27“3}]0
1 E

\ xzZa

Note f(z) = F'(z) = in the contlnuous case.
im\'wﬁrr-apod.f wel ¢ = ()df'



1.2 Two continuous RVs

5
Recall an indicator function is defined as
1 if Ais true 51 F xeA
= 1) -
Ly { 0 otherwise 1A£ g 0 otlerwise
1 = %* 1
Example 1.7 4% W s
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Example 1.8 If X ~ N(0, 1), the pdfis f(z) = \/2_exp< 2 ) for —oo < x < o0. ]
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1.2 Two Continuous Random Variables
Definition 1.5 The joint pdf of the continuous vector (X,Y) is defined as
P((X,Y) € A) = / /:de
A
for any set A C R%.
Joint pdfs have the following properties et
R Nole © con also hawe Jont™ du
L fy e zo Y26l P e
2. O h ) be=1 2246y =)

//¥

and a support defined to be {(z,v) : fxy(z,y) > 0}.
€1R*



6 1 RVs and Probability

fey

Example 1.9 .

P(ag)(e\,,)c.£7§o[) = g

o

4
g 5’7([, (z,9) dy dx

?(ag b, cel=d)

The marginal densities of X and Y are given by * volane F T vechegte
ck)b’)ﬁ c"-’ x) b e
00 00 S
fx@) = [ fxrlendy  and  fiw) = [ ferle)de
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Example 1.10 (From Devore (2008) Example 5.3, pg. 187) A bank operates both a drive-
up facility and a walk-up window. On a randomly selected day, let X be the proportion of
time that the drive-up facility is in use and Y is the proportion of time that the walk-up
window is inuse.

The the set of possible values for (X,Y) is the square D = {(z,y) : 0 <z <1,0<y <1}
. Suppose the joint pdf is given by .
N}TE-
Saty?) zelye0l] (& Gry)dady -1
0

0

fxy(z,y) = {
i yort
0 otherwise Vol %, it
Evaluate the probability that both the drive-up and the walk-up windows are used a quar-
ter of the time or less.




1.2 Two continuous RVs

Find the marginal densities for X and Y.

r) g' £ (facma)dwa, = —-[’1'9,4— é(x+ I)

) 5[017.)
5—7(2}) :S-Ol‘g'()cy?")flxl [""i’ } . ?

xele)

b.W,

Compute the probability that the{ drive-up facility)is used a quarter of the time or less.
Y

4 _L_ 1 of =+ 12| = A \
P(xed)= g“ﬂdx S g ( 3)475;§£L 2 J

Lyl
s w2 31t

= 20,1325
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2 Expected Value and Variance

Definition 2.1 The expected value (average or mean) of a random variable X with pdf or
pmf fx is defined as

> f_fX!l‘i) X is discrete (f')‘ s fwwf)

reX
f _a_:fX(a:)dac X is continuous. (&7( s Qo\—F)

zeX 7

E[X] =

Where X = {z : fx(z) > 0} is the support of X.
This is a weighted average of all possible values X by the probability distribution.

:7[;) '0 qrqme,‘lcf . O’T
Example 2.1 Let X ~ Bernoulli(p). Find E[X] P(x f “ff

. w & P
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Example 2.2 Let X ~ Exp(()). Find E[X]. (ud
= ‘Aéqx X206 “te wt 104 3 “r‘f’; ud\l = uv = Ve
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Definition 2.2 Let g(X) be a function of a continuous random variable X with pdf fy.
Then, o

Sorthnes s 3

* E[Q(X)] :/ dem‘ =D will reed ofnt Cﬂrw‘f‘q P

ehmade Ty vidie,

Definition 2.3 The variance (a measure of spread) is defined as (ch.5).

Var(X] = E[(X - B[X])?] < #4"
= BIX*| - (BIX])’_ et



Example 2.3 Let X be the number of cylinders in a car engine. The following is the pmf
function for the size of car engines.

x 4.0 6.0 8.0
f 0.50.30.2

Find
BlX] = Zxflx) = 4(05) ¢ ((0.3)+ ¢ (02) = 5
X

Var[X] = £ sz) - (EX)A

E()(;) = Sxtf(x) = LIL(O,S) + (2'(0,'5) + g“’co,z) = 3.6
()q:)g'l /7 x

¢ —
= Var[x] = 3(.“/5‘7)a: 2.1 easier o inepret sd =m‘ /56

Covariance measures how two random variables vary together (their relationship).
Y .o

tov(xy) vo0 e ~
4) Do Lo [x¥) RO

N
Cradom wnei§S@

7 ¥
Definition 2.4 The covariance of X and Y is defined by

—
pote: for X orvis
Coo[X,Y] = B((X — BIX)(Y — BIY]) B[ 4(x1)] ({4, =94y
= E[XY] — E|X]E[Y] -

™~ (n”fJA’h“;(
definib
and the corr;\e]ation of X and Y is defined as
7
_ CovX,Y]
€ . p(X,Y) = :
v/ Var[X|Var[Y]

Two variables X and Y are uncorrelated if p(X,Y) = 0.

———

ho I(‘AEAI‘ Nlm'hlmslvk.



3 Independence and Conditional Probability

In classical probability, the conditional probability of an event A given that event B has
occured is L prok
\‘1‘\/CI‘
/ (8) =
¥ P(ANB
P(B)

p(ANB).

Definition 3.1 Two events A and B are independent if P(A|B) = P(A). The converse j
also true, so

A and B are independent < P(A|B) = P(A) & P(éD_B)JiIAP(A'IB) P(B)

= PHP(s) ix daproen

Theorem 3.1 (Bayes’ Theorem) Let A and B be events. Then,

ok
Pzt PANES_ plaVRA)
COP® 1 gy
Buge
3.1 Random variables thb.

The same ideas hold for random variables. If X and Y have joint pdf fxy(z,y), then the
conditional density of X given Y = y is b

. fX,Y(xa y)

Taray») = fr(y) 'My“;;
iy

Thus, two random variables X and Y are independent if and only if

fxy(z,y) = fx(z)fr (y).
g pdf polnct” & morginad  pAfs-

Also, if X and Y are independent, then

fX‘Y:y(x) — Tj‘—)(,\I (xl"ﬁ) - J-)( [’l) F ) — J;\ [70)
L
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4 Properties of Expected Value and Variance

Suppose that X and Y are random variables, and a and b are constants. Then the follow-

ing hold:

1. ElaX +b = aEX +b
2.EX+Y]= Ex tH

3. If X and Y are independent, then E[XY] = EX EY

4. Varlb) = 0
5. Var[aX + b] = ar VarX

6. If X and Y are independent, Var[X +Y] = Vur X + Va ¥

11



5 Random Samples

Definition 5.1 Random variables {Xi, ..., X, } are defined as a random sample from fx if

Xi,..., anx.\’ . ﬂ\i{PpAJeJ( and “.Lf»{'\’c‘u? dushrbit ed”

.y
Example 5.1 N( - &) py be lwfz-»l
/\J 0 { .
Lk 6*) v X, >N (s, € bal f o F M2
2 we (O] idedclly
Mihbuted.

iid
Theorem 5.1 If X1,..., X, ~ fx, then f”""e‘""} m/r‘f‘(s
\)omf dsn

flz1,...,2n) = fo(xz

dW”:"I‘ A A;‘S*“-L whe-

dor endh K
Example 5.2 Let X1, ..., X, beiid. Derive the expected value and variance of the sample
mean X, = = > X;. i dems of  BX, ed VerX,
) iid
‘ " \i‘:/b":'ex-' Ex = EX
E(XA\ T\ T l’
frv‘l. em‘)l
1
n l " ( AZ_VQ/X > . HVWX - ‘Var?\,
n R T T4 { " \ —_—
\ '\'ZY = L \J“r(zx T oW Vor X, Wiz " n
o (1) = V(5 )= - verl2) 20 R S
T ol X7
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6 R Tips

From here on in the course we will be dealing with a lot of randomness. In other words,

running our code will return a random result.
P

~— rdui"’"‘
But what about reproducibility?? ()se_u.ola

When we generate “random” numbers in R, we are actually generating numbers that look
random, but are pseudo-random (not really random). The vast majority of computer lan-
guages operate this way.

This means all is not lost for reproducibility! /'DJOW

/501' ?‘f'flrﬂ) {Jl'LCC for sur V;ew/a pumbar getoator

set.seed(400)
e

Before running our code, we can fix the starting point (seed) of the pseudorandom num-
ber generator so that we can reproduce results.

Speaking of generating numbers, we can generate numbers (also evaluate densities, distri-
bution functions, and quantile functions) from named distributions in R.

s (3
Y Bt nekr?

Dty 1) rodon wnber oy be
dnorm(x) v aluntes J@«sf—l']

pnorm(x) < Fribuhom Xe X F e
gnorm(y) }As% !:“f‘ P( ) V
(1U(4A'hlt,
(¢, wemn SA)
([‘m“ Mw\\j smr ‘J o —
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