
12 2 Hypothesis Tests

2µ3 Power

Consider a hypothesis test about the parameter :

We let , then Power ß 

µ

Power depends on the distance between the hypothesized value of the parameter  and

the actual value , so we can write µ

Why is power important¶

1µ 

2µ 

tether ✓
i - p -- power

¥1⇐-,E_#-"
"""

I
=p( type Idecision error) = a

criterion

fixedby setting a
critical valve = of norm ( t -d, Mao ,6)

-

↳ effect size.

If you have multiple statistical testing
method for te

same hypothesis , choose the test that is Inmost powerful .

If you're going to spend time/ money to do an

experiment , heed to check beforehand that your

study will be porer ful enough
to detect an effort .
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For a few simple cases, you can derive a closed form expression of power.

Example 2.4 Consider a one-sample -test. Sample .

So power is a function of

1. 

2. 

3. 

4. 

All others : use Monte Caro methods to estimate power.

4 ← known .
Ho : µ--Mo vs

. Ha :µ >No unknown

Using statistic zx = Ioffe , he reject It. if Z' s z,
If µo= 5 ( hypothesized valve) but

the true mean is µ ,
= 6

.

what is the prob . of correctly rejecting Ho '- M -

- S ? This is power.

Effect size : µ , -µ. = 6 - 5=1 . If the effect size was 10, our
test would

have more power (easier to
detect tu truth) .

For the z -test
,
we can derive power (

Chikara I Herder being p - 229-230) .

I - p -

- P ( reject Hot Ho is false)

=p ( Ex s z, - a
- Eminem)
-

smallest Z where you can reject Ho .

significance level : as 29
, power

9 [tradeoff btw type I ad

type II error]
Effect size : µ ,

-Mo as effect size 9
, four 9

Sample size : as a 9
, peer 9

Variance : as variance f
, porer 9 (

no control over this in practice) .

Notes
! ① as power

= I - p 9 , P ( type I error) --a 9 . for fixed
u
,

6
,
I µ , - no , the only ray to increase porer, is toga .

② the only way to simultaneously 9 para ai La
,
must

9h .
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2µ4 MC Estimator of 

Assume  Áiµeµ° assume  is trueÂµ

Then° we have the following hypothesis test Ä

and the statistics ° which is a test statistic computed from dataµ Then we reject  if 

 the critical value from the distribution of the test statisticµ

This leads to the following algorithm to estimate the power of the test Á Â

① Select model
, setup hypothesis test.

② Select valve of alternative 0 ,

③ set n
,
other parameter valves ( e.g , 6) , and d

④ Then for each j -- I , . - y
m

a) Sample XY
)

, . - g
Xd" from fu model under the alternative

hypothesis 0=0 ,

b) compute T
""

based on data from a)
. eif-qtcilzcrit.mg

c) compute Yi
'

- I { reject H
.
band 1-*Cil )
! T

based on

Ha
.

⑤ compute l - I = tug ,

Yi

← lie
.
count of correct answers ) ,



2µ4 MC Estimator of 1Üβ1Üβ1… 15

Your Turn
Consider data generated from the following mixture distribution:

where  is the pdf of a  distribution,  is the pdf of a  distribution, and 
µ

U_QRLV\_QRUPaO <- fXncWion(Q, HSVLORQ) ^
  ] <- Ubinom(Q, 1, 1 - HSVLORQ)
  ]*UnoUm(Q, 0, 1) + (1 - ])*UnoUm(Q, 0, 10)
`

Q <- 100
daWa.fUame(H = 0, VaPSOH = U_noiV\_noUmal(Q, 0)) %>%
  Ubind(daWa.fUame(H = 0.1, VaPSOH = U_noiV\_noUmal(Q, 0.1))) %>%
  Ubind(daWa.fUame(H = 0.6, VaPSOH = U_noiV\_noUmal(Q, 0.6))) %>%
  Ubind(daWa.fUame(H = 0.9, VaPSOH = U_noiV\_noUmal(Q, 0.9))) %>%
  ggploW() +
  geom_hiVWogUam(aeV(VaPSOH)) +
  faceW_ZUap(.aH, VcaOHV = "IUHH")



�� � Hwpothesis Tests

We uill compare the pouer of various tests of normalitwµ Let  be the distribution of a

random variable µ We uill consider the follouing hwpothesis test°

uhere  denotes the familw of univariate Normal distributionsµ

Recall PearsonÏs moment coef{cient of skeuness ÁSee Evample �µ� Âµ

We uill compare Monte Carlo estimates of pouer for different levels of contamination Á

Âµ We uill use ° ° and µ

# skewness statistic function
VNHZ <- fXncWion([) ^
  [baU <- mean([)
  QXP <- mean(([ - [baU)^3)
  dHQRP <- mean(([ - [baU)^2)
  QXP/dHQRP^1.5
`

# setup for MC
aOSKa <- .1
Q <- 100
P <- 100
HSVLORQ <- VeT(0, 1, OHQJWK.RXW = 200)
YaU_VTUW_b1 <- 6*(Q - 2)/((Q + 1)*(Q + 3)) # adjusted variance for 
skewness test

cULW_YaO <- TnoUm(1 - aOSKa/2, 0, VTUW(YaU_VTUW_b1)) #crit value for 
the test

HPSLULcaO_SZU <- Uep(NA, lengWh(HSVLORQ)) #storage

# estimate power for each value of epsilon
foU(M in 1:lengWh(HSVLORQ)) ^
  # perform MC to estimate empirical power
  ## Your turn
  
`

## store empirical se 
HPSLULcaO_VH <- "YRXU TXUQ: ILOO WKLV LQ"

## plot results -- 
## x axis = epsilon values
## \ axis = empirical power
## use lines + add band of estimate +/- se

We can detect contamination herds between a 015 ad .
15

power z 0.8 when n
-

- 100→ E is like effect size (distance
frm O)



�µ� MC Elnimanok of �Üβ�Üβ�± ��

Compake nhe pouek uinh  no nhe pouek uinh µ Make a plon no compake nhe
nuo fok manw taloel of µ


